
Learnability of Quantifiers
Developmental psychology and unification
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• Today:


• Coda: efficient communication


• (developmental) psychology of quantifiers


• Cross-linguistic picture


• Discussion
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Simplicity and 
Informativeness Trade-off

Cannot be both 
very simple and 
very informative

Pareto frontier: those languages 
doing as well as possible.  (No other 
language is both simpler and more 
informative.)


Hypothesis: natural languages lie at 
(or near) the Pareto frontier.

Kemp, Xu, Regier 2018



Simplicity and 
Informativeness Trade-off

• Kinship terms (Kemp and Regier 2012)


• Color (Zaslavsky et al 2018)


• Person (Zaslavsky et al 2021)


• Quantifiers (Steinert-Threlkeld 2019, 2021)


• Indefinites (Denić, S-T, Szymanik 2020, 2022)


• Tense and evidentials (Mollica et al 2021)


• Logical vocabulary (Uegaki 2022)


• Modals (Imel, Steinert-Threlkeld 2022)


• …
Kemp and Regier 2012



https://doi.org/10.3390/e23101335


Experiment
• Generate large number of artificial languages


• Simplicity: minimal expression length in LoT (cf day 3)


• Informativeness: average ability to successfully 
communicate an intended model


• Degree of naturalness: proportion of Qs that are (i) 
generalized universal, (ii) generalized existential, (iii) 
proportional


• Optimality: closeness to Pareto frontier



Informativeness

9

C(S, R):= 1 − I(S, R)
I(S, R):= 𝔼P[u(𝕄, 𝕄′ )]
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Utility



Results



Results: Degrees



Indefinites

Denić, Steinert-Threlkeld, Szymanik 2022



Modals

Imel, Steinert-Threlkeld, 2022



Discussion Points
• Quantifiers:


• Better sampling methods


• Measuring learnability at scale as well


• Generally:


• Learnability vs simplicity (cf van de Pol et al 2022)


• Diachrony / language change (Carcassi et al ’22, Zaslavsky et al ’22)


• Better cross-linguistic data (e.g. Keenan and Paper 2012/2017; Guo, Imel, S-T ’22)


• General results about optimality and universals (e.g. Jäger 2017; Skinner, ongoing)


• …





Gleeb vs Gleeb’
• Gleeb = ‘not all’


• Gleeb’ = ‘not only’

Hunter & Lidz, 2012



Lidz & Hunter’s experiment

• Two conditions: CONS and non-CONS


• Picky puppet task (Waxman & Gelman 1986).


• Warm-up (3 cards) - Training (5 cards) - Target (5 cards)


1. The puppet told me that he likes this card because gleeb 
girls are on the beach 

2. The puppet told me that he doesn’t like this card 
because it not true that gleeb girls are on the beach.



Participants

• 20 children


• Aged 4.5 to 5.6 (mean 5.0)


• Conservative condition 4.5 to 5.5 (mean 4.11) 


• Non-conservative condition 4.11 to 5.3 (mean 5.1)



Results

Hunter & Lidz, 2012



–Perfect non-conservative kid; interpreting conservatively?

“the puppet was confused about which characters 
on the cards were boys and which were girls” 
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Discussion

• Are kids interpreting gleeb as a GQ?

• Are the results consistent with a structural account?

• Do the gleeb and gleeb’ sentences differ only in 
conservativity? (Cf yesterday’s minimal pair discussion)

• Unclear that it replicates (Spenander and de Villiers 2019)

• Also, what about the other universals?





“No noun in English means ‘bottle or eagle’, and no 
quantifier means ‘less than 5 or more than 10’.”
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Connectedness
•  is convex: X ∀a, b ∈ X, t ∈ [0,1] : ta + (1 − t)b ∈ X

• c is between a and b: ∃t ∈ [0,1] : c = ta + (1 − t)b

• In general: betweenness can be ‘primitive’

• f is connected: if c is between a and b, then 
f(c) ≥ f(a) or f(c) ≥ f(b)

• Exercise: X is convex iff its characteristic function is 
connected
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Connected Quantifiers
• C is between A and B:  (or vice versa)A ⊂ C ⊂ B

• So: Q (of type <et, t>) is connected: 
if  then A ⊂ C ⊂ B Q(C) ≥ Q(A) or Q(C) ≥ Q(A)

• Exercise: show that the above is equivalent to: 
if  and , then A ⊂ C ⊂ B Q(A) = 1 and Q(B) = 1
Q(C) = 1

• Note: this property has also been called continuity by  
van Benthem (1984, 1986)



Theorem.  is monotone iff  and  are connected.Q Q ¬Q



All word meanings are connected. (?)



“Connected quantifiers are typically expressed in 
simpler ways than non-connected quantifiers.”



“Connected quantifiers are typically expressed in 
simpler ways than non-connected quantifiers.”

Compare, e.g., ‘between 5 and 10’ or ‘5 to 10’ with ‘less than 5 or more than 10’.



Experiment Time!
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At most 2 red dots.







































…



1, 2, or 4 red dots.



Learnability Prediction

monotone < connected < non-connected
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Subtleties

• Only monotone vs. non-connected was significant

• “0, 4, or 5” and “0, 1, or 5” much faster than “1, 2, or 4”

• Connected re-coded as zero, one, or both (rule and 
negation) is then significantly different



Dynamic Analysis

• Odds of saying “yes” to n red dots, if already said “yes” 
to n-1 and n+1 in the same block significantly higher than 
if for only one or for neither.


• (even controlling for whether the actual rule is connected)



“The grand goal is to find a list of properties which 
are, in some sense, double universals: universals 
across languages, but also across word types….” 











“The connectedness constraint is thus active in 
[humans and baboons] in a form that can explain 

how the referential and functional lexicons of 
human languages are shaped.”



Discussion

• Very small-scale


• No linguistic prompt (e.g. “gleeb of the dots are red”)


• Connectedness vs. monotonicity?



Large Scale 
Learnability Experiment



Tested Quantifiers

• at least 3 & at most 2 vs. between 3 and 6 & at most 2 or 
at least 7


• between 3 and 6 vs. at most 2 or at least 7


• at least 3 & at most 3 vs. first and the last 3


• not all vs. not only



Design

• ~30 participants for each quantifier (H&L:10, S&dV:9)


•  96 trials, 8 implicit blocks for 12 trials.



#participants performing 
above chance in the last block

Ramotowska, van Maanen, Szymanik, 2022



Mean accuracies in the first 25% and the 
last 25% of the trials for each quantifier 

Ramotowska, van Leendert, Szymanik, 2022



Mean accuracies in the first 25% and the 
last 25% of the trials for each universal 

Ramotowska, van Maanen, Szymanik, 2022



What do we know about 
quantifier acquisition? 



Some burning questions? 

• What is the order of acquisition of quantifiers? 


• Is it fixed, like that of number words, or does it vary? 


• Which  cognitive systems constrain it?


• Which logical properties constrain it?





Superlative vs. comparative 
quantifiers

• “at least 3” = “more than 2”?


• “at most 3” = “fewer than 4”?


• Geurts and Nouwen (2007): No, superlatives are more complex


1. *Berta didn’t have at most 3 martinis.  

2. Berta didn’t have fewer than 4 martinis. 

“At most n A are B” means that the speaker – considers it 
possible that there is a set of n A’s that are B, and – is certain that 
there is no larger set of A’s that are B.



Experiment
• Q boxes have a toy

• Make the boxes and toys match the sentence



Participants

• 35 normally-developing 10- and 11-year-old children were 
recruited from a primary school (18 female, mean age 
10.8, range 10.2-11.5) 


• 35 adults were recruited from the student pool of the 
University of Cambridge (22 female, mean age 22.3, 
range 19.1-24.3).



Results

Geurts et al. 2015





Expectations

• Monotonicity: up < down


• Totality: all, none > some, some…not, most


• Complexity: some < most


• Informativeness: truth > pragmatic felicity 



Five Quantifiers

• 1+2: “all” >> “none”/“some” >> “some...not”


• 3: “some” >> “most”


• 4: false >> under-informative for “some,” “some...not,” 
and “most”



Participants
• 768 children (mean age = 5.5; range = 5.00–5.11; 398 female)


• 536 adults (293 female).


• 31 languages: Basque, Cantonese (Yue) Chinese, Catalan, Croatian, Cypriot 
Greek, Danish, Dutch, English, Estonian, Finnish, French, Georgian, German, 
Greek, Hebrew, Italian, Japanese, Korean, Lithuanian, Malay (Kuala Lumpur 
variety), Maltese, Mandarin Chinese, Norwegian, Polish, Russian, Serbian, 
Slovak, Spanish, Tamil, Turkish, and Urdu)


• 15 language genera (Baltic, Chinese, Finnic, Germanic, Greek, Indic, Japonic, 
Karto-Zan, Korean, Malayo-Sumbawan, Romance, Semitic, Slavic, Southern 
Dravidian, and Turkic)


• 11 language types [8 of the main language families in the world (Afro-Asiatic, 
Altaic, Austronesian, Dravidian, Indo-European, Kartvelian, Sino-Tibetan, and 
Uralic/Finno-Ugric] as well as 3 language isolates (Basque, Japonic, and Korean)



Procedure

• Cave-girl task


• How many toys are in the boxes?


• [Quantifier] (of the) [objects] are (not) in the boxes.


• True or False (why?)


• True and informative/False/True but underinformative 



Results
• Adults: 99% accuracy, 84% rejected underinformative sentences


• Children: 82% accuracy, 51% rejected underinformative sentences


• increasing >> decreasing in 27 of 31 languages (Catalan, English, 
Georgian, and Korean being exceptions)


• total >> partial in 25 of 31 languages (Georgian, Korean, Malay, 
Maltese, Russian, and Tamil being exceptions)


• some >> most in all 31 languages 

• Children rejected underinformative uses less often in all 31 
languages, adults in 28 languages (Cantonese, Russian, Urdu)



In a picture

Katsos et al., 2016



Discussion

• Order of acquisition of (only) five common quantifiers


• Hypothesis for potential cross-linguistic constraints


• But how to formalize those constraints, e.g., 
complexity?



What do we know about 
complexity and the distribution 

of quantifiers in NL? 





Corpus

• WaCky corpus (Baroni, 2009)


• Sentences ~ 43 millions


• Tokens ~ 800 milions


• POS-annotated



How to find quantifiers?
• E.g. word `most’ can be:


• a determiner (tag DT), or


• adverb (RBR/RBS)


• When does it denote proportional quantifier? 


• When followed by a plural noun (NNS) as in:


• ‘most/DT men/NNS’, 


• rather than an adjective (JJ) as in:


• ‘most/DT grateful/JJ.



Linguistically plausible 
patterns

• E.g., GQ >k we matched with:


• ‘at/in least/jjs [a-z]{1,12}/cd’, viz., the preposition ‘at’ followed 
by the superlative adjective ‘least’ and a cardinal comprising 
up to 12 characters; 

• ‘more/rbr than/in [a-z]{1,12}/cd’, viz., the comparative adverb 
‘more’ followed by the preposition ‘than’ and a cardinal; 

• ‘more/jjr than/in [a-z]{1,12}/cd’, viz., the same as before, but 
with ‘more’ a comparative adjective. 

• In total we counted occurrences of 36 patterns.



Descriptive analysis

• Aristotelian  > counting > proportional, but also:


• short > multiword


• Both syntax and semantics influence. 



Complexity and frequency

Szymanik & Thorne, 2017



Factors influencing 
frequency

• Complexity: Aristotelian, counting, proportional.


• Monotonicity: ‘up’, ‘down’, and ‘none’.


• Type: comparative or superlative.


• Length in words: number of word tokens.


• Length in characters: number of characters.



GLM regression analysis
• GQ frequency as a complex function of various factors:


• complexity (~27%),


• type, 


• length (~47%), 


• right monotonicity (~26%).


Semantic complexity underlies GQ distributions



kilka = between 2 and 10 
kilkanaście = between 11 and19 

kilkadziesiąt = between 20 and 99 
kilkaset = between 100 and 999 



RaRa and the Universals 
Archive







So what do we know?
• Keenan & Paperno generalize over 36 languages


• All Ls have proportional quantifiers


• All Ls have at least one lexical ONLY. 


• 35 of 36 Ls present downward entailing DNPs 


• Neither BJKP nor KP don’t systematically review ‘lexical universals’


All 36 Ls in our sample have at least one lexical ONLY. 

•



Summary of the class
1: Mathematical theory of quantification in natural language allows to formulate 
universal constraints


2: GQ theory enables natural computational representations and complexity 
measures


3: ‘Older’ tools in formal learning do not explain universals 


4: Neural learnability explains many universals, across domains [plus connections to 
evolution and complexity]


5: The developmental and cross-linguistic pictures are not very complete


New methodologies can shed light on “central” linguistic questions!


Combining simulations and experiments is necessary to answer the question why 
languages are what they are. 



Outlook

• Scaling up experiments


• Are there different types of linguistic universals?           
E.g.: Cons vs Mon, Ext, Isom


• Unification of / more fundamental explanations of 
universals? Complexity vs learnability vs efficiency?


• Cross-linguistic work



Thanks!

http://jakubszymanik.com  
jakub.szymanik@gmail.com

http://shane.st  
shanest@uw.edu
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